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Abstract
We designed an introductory parallel programming course at the bachelor level. The class differs from other courses in its structure: The course is organized along the tiers of parallelism [25]. The tiers categorize abstractions and concepts that a software developer can choose when crafting a parallel program. The tiers are from higher to lower abstraction levels: (1) automatic/implicit parallelism, e.g., parallel libraries; (2) deterministic parallelism, e.g., at the level of independent loops; (3) explicitly synchronized, e.g., shared memory with locks; (4) low-level concurrent programming with data races, e.g., lock-free data structures. The goal of the class is to introduce fundamental principles of parallel systems and to expose students to all tiers in the architecture of a parallel system. The course serves as a platform for further exploration in specialized classes.

The course has a significant share of lab sessions and programming projects. We chose the programming language X10 as the core technology and found that it facilitates the learning and rapid application of concepts at different abstraction layers and programming models. The language permits to specify common forms of parallelism, data sharing, distribution, and synchronization with succinct syntax and support for an eclipse-based IDE. We report on our first experience in teaching this course, which resulted in very positive student feedback.

Categories and Subject Descriptors K.3 Computers and Education [K.3.2 Computer and Information Science Education]: Curriculum

General Terms Design, Experimentation, Measurement, Performance, Theory

Keywords Concurrency, Parallelism, Curricula

1. Introduction
The ubiquity of multicore processor architectures and the additional complexity in developing efficient software for those architectures suggests that students should be trained specifically to master the upcoming challenges. Industry leaders and researchers have thus demanded that parallel programming should be in undergraduate curricula [12].

A common proposal is to integrate aspects of concurrency and parallelism across several classes in computer science and software engineering curricula [22, 26]. The key guiding principle of this approach is to ‘learn what you need when you need it’ [25]. At least two factors make the implementation of an integrated curriculum challenging: First, there is a natural inertia in evolving the overall curriculum and reaching consensus among faculty members [1]. Second, unlike mature fields like compiler construction or automata theory, there seems to be no established method on how to introduce students to concurrency and parallel programming. Most courses on the subject expose students to several programming paradigms by means of examples to cover breadth [16, 23]. Participants of the Workshop on Integrating Parallelism Throughout the Undergraduate Computing Curriculum (CPATH) associated with PPoPP 2011 found that “more research needs to be done” before it is possible to reach consensus and establish a common method of teaching concurrency. That said, the participants also agreed that given the current trend toward multicore computing, some exposure to concurrency early in the curriculum is urgently needed.

Since it will be a while until a common methodology of teaching concurrency is established and integrated in undergraduate curricula, we present a pragmatic approach, namely an ‘orientation’ class for concurrent programming at the bachelor level. The class provides students with the foundations of the field, i.e., key insights that we expect will not change in the foreseeable future, and further exposes students to the different abstraction levels at which parallel programming can be done. The class is designed to be the starting point of further specialized courses with focus on specific programming models or applications domains.

Many courses on parallel programming approach the field from the computer architecture [13] or the scientific computing [17] area. This class puts emphasis on software architecture aspects of parallel systems. The course is organized along the tiers of parallelism [25]. The tiers categorize abstractions and concepts that a software developer can choose when crafting a parallel program and reflect the layered software architectures commonly found in parallel systems. The tiers are described in detail in Section 2.

Contributions
- We present the idea of structuring an introductory parallel programming class along different abstraction layers found in a parallel system.
- We report our experience with this course structure and share the teaching materials online at http://www.in.ohm-hochschule.de/professors/praun/pp/.

2. Tiers of parallelism
We adopted the idea to categorize topics that arise in the field of concurrent and parallel systems into tiers of parallelism [25] from Scott; since layered architectures are common in computer systems, this structure and categorization may well have appeared earlier.
Figure 1 shows the abstraction hierarchy.

| Tier 1: Implicit / automatic parallelism |
| Tier 2: Deterministic parallelism    |
| Tier 3: Explicitly synchronized  |
| concurrent | parallel | distributed |
| (event-based) | (thread-based) | (message-based) |
| Tier 4: Low-level programming with data races |

Figure 1. Tiers of parallelism [25]

We characterize each layer by examples of programming techniques and abstractions found at the respective layer. Notice that some programming languages and models may be attributed to different layers, depending on which features a programmer uses.

As a general rule, the expressiveness of abstractions increases as the programmer moves towards lower layers. This means that programs at higher layers can be expressed in terms of abstractions found at a lower layer but not the other way around.

The idea to structure the course along these layers is adopted from classical compiler construction courses which are organized along compilation phases, moving from higher (source code) to lower abstraction levels (assembly language). Similarly, the transition of an algorithm to an efficient parallel implementation occurs conceptually in a stepwise – though commonly not automated – process, along which programmers consider details at different abstraction layers and levels of detail.

2.1 Tier 1: Automatic and implicit parallelism

At this most abstract layer, the programmer follows a more or less sequential programming model, i.e., parallelism is not directly exposed. There are three common techniques to achieve this.

**Autoparallelization** Autoparallelization transforms a sequential program into a parallel one.

**Parallel kernels** The programmer uses parallel implementations of computational kernels from a library. This strategy is common for linear algebra applications, e.g., LAPACK [2]. Here, the complexity of the parallel implementation is encapsulated in a library module.

**Parallel frameworks** The parallelization can be hidden behind a framework API and the programmer merely supplies sequential kernels to configure the behavior of an application built upon the framework. The framework implicitly defines the architecture and overall organization of the computation and data communication. Possibly complex and optimized implementation of multithreading, scheduling, communication, and synchronization are reused as parts of the framework. Examples for this technique are map-reduce [9] and web application frameworks, e.g., Struts [3].

Most programmers who harness parallel resources operate at this tier.

2.2 Tier 2: Deterministic parallelism

At this layer, parallelism can be harnessed only in the following cases:

**Independent computations** If computations do not have data or control dependences they naturally can be executed concurrently, e.g., the individual iterations of a forall loop.

**Deterministic idioms** Despite dependences, we may consider some computations, if executed concurrently, still as deterministic [11]. Such idioms are e.g., reduction or scan, where associativity and commutativity of the base operation lead to a well-defined result, irrespective the execution order of the computations.

It is the task of the programmer to phrase a computation such that independence of computations or deterministic idioms can be asserted.

Common techniques that fall into this layer are data parallel array languages [8], the STAPL parallel container framework [27], Intel’s Concurrent Collections (CnC) parallel programming model [19], and Hierarchically Tiled Arrays (HTA) [5].

Programming techniques at this layer are attractive, since their models are not tied to a specific application, yet the expressiveness and the application domains that can be tackled with a specific technique at this layer are narrow. The development of more general, highly expressive, albeit efficient programming models and systems at this layer is still subject to current research [6, 10].

2.3 Tier 3: Explicitly synchronized

This layer is more general than tier 2 in that concurrent computations are permitted to have dependencies, e.g., through common shared mutable data. It is required that a programmer identifies all such possible dependencies and augments the program using synchronization or coordination mechanisms to guard against undesired interaction among concurrent computations. Three principal programming models exist at this layer: (1) Thread-parallel systems with shared memory and (2) event-based systems, where the occurrence of events initiates concurrent execution of event handlers. In both programming models, common synchronization and coordination concepts are mutual exclusion and condition variables. (3) In message-based systems, concurrent computations interact through send, receive, and collective operations.

All three principal models have in common, that programmers reason about the behaviors in terms of sequentially consistent interleavings of concurrent computations. This reasoning is highly complex in comparison to programs at tier 2 that behave strictly according to a sequential program logic.

Many parallel programming classes, e.g. [16, 23], focus on this layer in the abstraction hierarchy.

2.4 Tier 4: Low-level programming with data races

This layer offers abstractions that closely follow today’s shared memory multiprocessor architectures. The primitive operations are atomic load, store, and compare-and-swap. In practice, reasoning about possible interactions requires a deep understanding of the shared memory model - which usually permits many more behaviors than sequential consistency. For teaching, simplifying assumptions about the ordering of operations are commonly made, e.g., when introducing Dekker’s mutual exclusion algorithm or simple implementations of non-blocking data structures.

Today, very few programmers operate at this tier. Yet many concurrency classes do (still) have focus on abstractions and reasoning within this tier.

2.5 Discussion

Our experience is that constructing a parallel program and validating its correctness becomes more difficult at lower layers. The performance argument is less clear: Sometimes, it is necessary that a programmer descends in the hierarchy of layers to achieve high-performance and scalability. For example the sharing of data may be required from a performance perspective but could force the programmer into a programming model with explicit synchronization. But descending the layers may not be a performance win in all cases. Consider, e.g., highly tuned implementations of map reduce;
a programmer who decides to craft her own implementation may rarely be able to surpass the performance of efficient implementa-
tions ‘canned’ into libraries.

We believe that most programmers who develop parallel pro-
grams should use abstraction of higher rather than lower layers. We
believe this is true already today, considering the number of
web application developers vs. the number of programmers en-
gaged in the design of lock-free data structures. But the situation
is still unsatisfactory, i.e., probably more parallel programming ac-
tivity should be moved to higher abstraction tiers. We discuss the
two major reasons for this situation in the following paragraphs.

First, there is need to develop efficient high-level programming
models for important application domains and system architec-
tures; significant research efforts aim in this direction but the re-
results are often not mature enough for mainstream commercial use
or teaching.

Second, the focus of many classes on parallel programming are
on lower, rather that higher tiers. Many introductory classes still
 teach Dekker style coordination (tier 4) early on; somewhat better
are classes that teach explicitly synchronized programming (tier 3)
in breadth on different exemplary technologies such as OpenMP,
MPL and pthreads. The situation is unsatisfactory. For teachers who
do not solely base their class on principles and theory, the following
dilemma arises: Either mature and well established technologies are
used for teaching and running lab sessions; these technologies are
mostly found on the lower tiers in the abstraction hierarchy. Or,
teachers experiment with more recent proposals for deterministic
parallelism and parallel frameworks - technologies that are still
subject to active research and have not proved their longevity yet.

The course we designed tries to strike a balance and resolve the
dilemma: We introduce students consciously to all tiers and dif-
ferent programming models using a single programming technol-
yogy, namely the programming language X10. To repeat what we
mentioned earlier: The class is designed as an orientation in which
students learn the architecture of parallel systems, acquire partial
knowledge and skill of programming models at different architec-
tural layers, and deepen issues at later stages of the curriculum.

3. Language X10

While the primary intention of the course is to teach principles, we
argue that the choice of programming language is still important. In
particular, a programming language should permit to express sim-
ple forms of concurrency and synchronization with simple syntax
– C and Java do not meet this requirement.

We chose the programming language X10 [24] as a core tech-
nology for presenting concepts for the following reasons: A single
technology facilitates the learning and rapid application of concepts at
different abstraction layers and programming models. The lan-
guage permits to specify common forms of parallelism, data shar-
ing, distribution and synchronization with succinct syntax. More-
ever, the managed runtime and a X10 specific extension of the
eclipse IDE facilitate development and debugging.

4. Course structure

The following sections present the units of the course in the order
in which they are presented in class.

4.1 Motivation

We introduce the fundamental shift toward multiprocessor archi-
tectures and sketch the factors that drive this trend [4]. On a simple
scenario, the benefits that throughput-oriented highly parallel com-
puting can have on the energy efficiency are demonstrated. At the
same time, we emphasize the additional complexity that parallel
computing incurs and motivate the theme of the course.

4.2 Principles

This section starts with a simple model of sequential program exe-
cutions with data- and control dependences. The model is extended
to executions of concurrent programs, where atomicity, partial or-
dering, and race conditions are introduced. We emphasize that the
model is language independent and also that sequencing commonly
specified in imperative programming languages is often unneces-
sary. We introduce also performance fundamentals like speedup,
weak and strong scaling, and limits characterized by Amdahl’s and
Gustafson’s Law.

Lab sessions This section is accompanied by paper and pencil
exercises with ‘back of an envelope’ calculations of energy and
scalability.

4.3 Tier 4

Like some compiler courses start out with a brief intro to a machine
model and code generation [14, 15], we commence with a brief
introduction to the lowest layer in the tiers of parallelism. We
give an introduction to shared memory and define the behavior of
simple concurrent program executions with sequential consistency.
Students should experience the difficulty of reasoning about thread
interleavings and obtain a sense of that fact that real machines
implement even weaker models of ordering - without learning the
details of weak memory models. This section serves as motivation
for less complex programming models found at higher tiers.

Lab sessions The purpose of this lab session is to let students ex-
perience the harsh realities of low-level multiprocessor program-
making. In the programming exercise, we let students experiment
with simple programs like counters or reductions that exhibit com-
mon low-level concurrency bugs: race conditions and associative
nondeterminacy. We provide the skeletons and boilerplate code for
main program, concurrency, and detailed instructions on how to
modify and experiment with the programs.

The behavior of X10 programs with data races is currently not
well defined, since the language report [24] does not specify a de-
tailed memory model. We use the programming language Java for
programs with data races - mostly to demonstrate non sequentially
consistent ‘surprising’ behavior. Since many students are familiar
with Java, the side-by-side comparison of X10 and Java skeletons
supports the transition to the new programming language (X10)
which is used further throughout the class.

4.4 Tier 1

Conceptually, the abstractions and their use at this tier should be as
straightforward to use as abstractions for sequential programming.

We briefly present the idea of parallelizing compilers and
demonstrate the limits and challenges of the technology on a few
parallel loops.

The real focus in this part of the course is on programming with
parallel frameworks. As an example, we present the high-level
interface of a map-reduce system [9]. We emphasize the generality
of this interface and its underlaying architecture, its language- and
technology independence. Although not done in the course, we plan
to work in the future with a map-reduce web interface designed for

teaching parallel programming [7].

Lab sessions We provide students with a simple shared memory
implementation of map-reduce in X10. The purpose of this lab
session is not to study the internals of the framework but to develop
applications like search, word count, word frequencies, etc. Note
that we ask students to implement a map-reduce framework with
the same interface in a later lab session associated with tier 2.
4.5 Tier 2
In this tier, we mostly worked with data and task parallel patterns [21] and exemplary application kernels, mostly from the scientific computing domain. An important objective of this part of the class is to make students realize that algorithms and data structures used in sequential computations are often not amenable to parallelization. At this tier, parallel computations are required to be fully independent. Hence, parallel decomposition goes hand in hand with the decoupling of computations by recasting the data organization and often also the algorithm of an application.

Examples for data parallelism presented in class: numeric integration, matrix multiply, and heat transfer; examples for recursive data parallelism: reduction and prefix sum.

For task parallel applications, we discuss different task scheduling strategies and their effects on performance. Example for task parallelism discussed in class: merge-sort, map-reduce framework ( internals).

Lab sessions All kernels presented in class are implemented in the lab sessions based on code skeletons. For heat transfer, we include also the code for a visual display illustrated in Figure 2. The visual effect nicely demonstrated the speedups achieved on the four core processor architecture used during the lab sessions.

![Figure 2. Code skeleton and visualization of heat transfer in the eclipse IDE.](image)

Beyond the data parallel applications, we let students study or implement (optional) the internals of the map reduce framework (120 lines of X10 code). This is an exemplary code that illustrates the full expressiveness that applications at tier 2 can achieve.

4.6 Tier 3
This section demonstrates cases, where data communication among concurrent computations is necessary. We clearly state that programming at tier 2 (no communication among concurrent tasks) is preferable. Necessity to communicate should arise only due to one of the following: Either performance mandates use of shared mutable data structures in memory (e.g. a shared counter), or the nature of the problem and algorithm are such that a parallel decomposition into fully independent data and computations (as taught in the section on tier 2) is not possible. As a showcase, we use the common producer-consumer problem on which we introduce the concept of critical sections (in X10: atomic blocks) and conditional synchronization (in X10: conditional atomic blocks).

Lab sessions In this lab session, students implement a producer-consumer scenario on an array-based shared queue. A simple sequential queue implementation, and the skeleton for concurrent producer and consumer computations are the starting point for exploration. The first task is to control harmful interference on the queue through mutual exclusion. Subsequently, students experiment with coordination mechanisms among producer and consumer.

Finally, we showcase a slight variation of the array queue due to Lamport [18, 20], which is lock-free but also limited in concurrency (only one producer and consumer task). While still easy to understand, the example serves to close the loop in this class to algorithms at tier 4 and is at the same time a motivation for further exploration in a subsequent class on lock-free data structures (Section 4.7).

4.7 Subsequent courses
Another class in the bachelor program is focussed on GPGPU, in particular CUDA programming.

At the master level, a course on multiprocessor programming is offered. The course is motivated by the fact that multicore computers with shared memory are the most common hardware platform that most students will encounter as young professionals. The course is structured according to the textbook of Herlihy and Shavit [18]: First principles and correctness, then performance aspects, non-blocking data structures, and finally transactional memory.

5. Experience
We report our experience with a 14-week (3 full hours per week) class held during the summer 2010. Within the undergraduate curriculum, the course is positioned as an elective class for students during their second or third year of study. All students were trained with object-oriented programming, most of the students had previously attended classes on algorithms and data structures, operating systems, or databases.

5.1 Student feedback
21 students attended class, of which 16 participated in the evaluation. The feedback was collected at the end of the course; we present the results of the evaluation as far as they relate to the theme of this article.

Our first question relates to the structure (tiers of parallelism) of the course. Figure 3 shows that most students clearly recognized the structure and found it helpful to approach the subject.

![Figure 3. Has this course been well structured and did the structure support your learning?](image)

Since this class addresses a wide spectrum of topics at different tiers, one possible concern could be that students were overwhelmed by the flood of information. Figure 4 shows that this was not the case.

One could argue that the students acquired only a partial understanding of a variety of topics and not solid skills in any of the topics. In part this is intended by the design of the class. In the final exam, we did however require students to select one focus area in which a deeper understanding of the subject was tested. It turned
out that the large majority of students passed this test with good or very good results.

One interesting take away from the class is that most students gave very positive feedback about the practical work done in the lab sections. Despite the workload, students liked this hands-on programming and elaborated stepwise the skeleton programs prepared by the instructor during the lab sessions and as assigned homework. Figure 5 presents feedback on the lab sessions.

The overall valuation of the course turned out very positive; the results are reported by Figure 6.

Acknowledged that the robustness and speed of the plugin has improved significantly since then.

Finally, one student commented that “... the language X10 should not be used in future classes, since parallel programming is simplified significantly, and for that reason one does not run into issues and problems that occur, when conventional programming languages are used for parallel programming”. This statement confirms that X10 permits to express problems with simple syntax - which was the motivation for using X10 in the first place. What nicer compliment could X10 developers hope on their language design?

5.3 Limitations

A critical comment at the end: As in most cases parallel programming is done for performance reasons, the course is missing a section on performance tuning. Currently, the course has a clear bias toward correctness issues of parallel programs; thus students are left largely ‘performance illiterate’. All exercises were done using the Java backend of the X10 toolchain. In future iterations of the class, we plan to address this concern.

Since our report is about the first iteration of the class, we do not have insights on the medium and long term impact, e.g., whether students retain knowledge and reuse it in further classes or later during their professional life. By coincidence, one student reported to me several months after the first iteration of the parallel programming overview course, that the course greatly helped him during a subsequent internship, where he worked on a parallel simulation of heat dissipation in a data center.

6. Conclusions

In the discussion about introducing concurrency in the undergraduate curriculum, we propose a new design point: An overview class for concurrent programming, followed by specialized classes with focus on specific topics and technologies. The purpose of the overview class is to make students conscious about the different abstraction layers of parallel programming, teach each layer by examples and discuss correctness and performance issues at each layer. We believe this approach strikes a good balance between a class with sole focus on theory and principles, and a class with specific focus on selected technologies at a specific tier, commonly tier 3. The course we propose was taught to about 20 students with very positive feedback, e.g., about the spread of topics in class. In the first iteration of the class, emphasis was mostly on correctness issues; we plan to include a section on performance tuning in future classes.
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